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Abstract—Systems like Alexa, Siri or the Google Assistant that rec-

ognize human speech have changed our daily lives during the last 

decade. Prototypic applications based around speech have since 

then also found their way into the air traffic management (ATM) 

domain. Recently pre-filling radar label entries by automatically 

understanding the air traffic controller to pilot communication has 

reached the technology readiness level before industrialization 

(TRL6). DLR is one of the main drivers of such speech-based tech-

nologies in the context of ATM. This report addresses an auto-

matic speech recognition and understanding (ASRU) application 

to support simulation pilots during Human-in-the-Loop experi-

ments. For this purpose, an ASRU system recognizes the verbal 

clearances of an air traffic controller and forwards the infor-

mation to the visual interfaces of the human simulation pilots. The 

pilots confirm the information or make modifications in case of 

misrecognitions and send it to the simulator for execution.  With 

this approach more than 75% of the commands from the air traffic 

controller, which the simulation pilot normally has to enter man-

ually, are already recognized by ASRU and the simulation pilot 

just needs to confirm or modify the ASRU outputs. This dramati-

cally reduces the simulation pilot workload. The remaining 25% 

of the commands are, however, a challenge. These often contain 

seldom spoken words related to the airspace, which are relevant in 

the ATM context. If those commands can also be recognized, more 

complex simulations are possible with less simulation pilots. This 

report therefore also presents first results on adjusting ASRU to 

these seldom spoken words, which are often waypoint names as a 

part of direct-to clearances, e.g, “mobsa”, “ekern”. 

Keywords—Speech Recognition; Speech Understanding; 

Human-in-the-Loop Simulation; Workload; Simulation Pilot 

I.  INTRODUCTION  

A. Problem 

From August to September 2023, six different sector air 

traffic controllers (ATCos) performed human-in-the-loop trials 

in DLR’s Air Traffic Management Operations Simulator 

(ATMOS) [1] within the DIAL project [2]. In March 2024, four 

ATCos from Vienna participated in the experiment and in April 

2024 additional eight ATCos from Germany and France con-

ducted the experiment as well. The experiment was to guide 

traffic in Maastricht upper airspace, especially in the Celle sec-

tor of Germany. In more than 60% of the experiments the 

ATCos were supported by a digital assistant [3] [4]. In these 

cases, ATCos and simulation pilots mostly communicated via 

data link (CPDLC) except in special cases like when there was 

a sick passenger on board or a CPDLC failure was simulated. 

So only a limited amount of voice communications happened. 

However, in the baseline experiments no support of the digital 

assistant was available. In these cases, the communication be-

tween ATCos and simulation pilots was conducted via voice 

communication only. These runs would therefore normally re-

quire more simulation pilots due to the amount of voice com-

munication and the manual effort to control the simulated air-

craft. During comparable experiments for the SESAR2020 pro-

ject PJ.10-W2-96-ASR [5] with very heavy traffic, four simu-

lation pilots were needed to handle the simulated aircraft and 

voice communication for just one ATCo. This is expensive and 

ties up a lot of resources. However, a lack of simulation pilots 

could lead to errors in the simulation due to too much workload 

and subsequently jeopardize the results. Therefore, the effort of 

four simulation pilots for just one ATCo was justified.  

B. Solution 

Now DLR has tried a different approach in the DIAL exper-
iments. The research question was: Are two simulation pilots 
with only a few hours of training sufficient to make all the re-
quested inputs of one air traffic controller, if the simulation pilot 
is supported by automatic speech recognition and understand-
ing (ASRU)? In other words: if the given ATCo commands are 
recognized by an ASRU software and displayed on the simula-
tion pilot interface in real-time, that he/she only needs to accept 
or make minor modifications to the ASRU output, can this re-
duce the workload of the simulation pilots to the extent that only 
two simulation pilots can handle a similar workload that other-
wise needed four simulation pilots?  

C. Paper Structure 

Section II gives an overview of related work starting with 
ASRU applications and achievements in ATM and continuing 
ASRU support for simulation pilots during the last three dec-
ades. Section III describes the analyzed data. Section IV de-
scribes the achieved results with respect to ASRU performance. 
Section V describes results with respect to simulation pilot per-
formance, i.e. how many of the ASRU errors were detected and 
corrected by simulation pilots. Section VI concludes the work. 

II. RELATED WORK 

A. Speech Recognition and Understanding for ATM 

Over the last 70 years, advances have led to dramatic im-

provements in the field of Automatic Speech Recognition 

(ASR). Juang and Rabiner [6] give an overview of the work until 
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2005. Connolly from FAA [7] was one of the first to describe 

the steps of using ASR in the ATM domain. In the late 1980s, a 

first approach to incorporate speech technologies in air traffic 

control (ATC) training was reported [8] to replace expensive 

simulation pilots.  

Today ASR applications in ATC go beyond basic training 

scenarios. Modern ASR applications have to recognize experi-

enced controllers with various accents, who more often deviate 

from standard phraseology. Nowadays, ASR is for example used 

to obtain more objective feedback concerning controllers’ work-

load [9] or for readback error detection in the US [10] and Eu-

rope [11]. A good overview of the integration of ASR in ATC is 

provided in the paper of Nguyen and Holone [12]. A more tech-

nical overview is given by Lin [13]. Radar Label Maintenance 

supported by ASRU has recently achieved a Technological 

Readiness Level (TRL) of 6 being validated in DLR’s ATMOS 

simulation environment [5].  

Since speech recognition does not include speech under-

standing, European ATM partners agreed on a so-called ontol-

ogy to ease understanding of approach controller utterances [14] 

being extended to apron controller utterances in the STARFiSH 

project [15] and even more important to pilot transmissions [16]. 

The ATCo transmissions “speed bird eight five alfa descend 

flight level three two zero” and “eight five alfa down level three 

two zero” mean the same on semantic level and, therefore, are 

mapped to the same ontology elements, i.e. “BAW85A 

DESCEND 320 FL”. We use these ontology mappings through-

out the rest of this paper. Ontologies for speech understanding 

were not only evaluated and implemented in Europe. Chen et al. 

compared the European and US ontologies in [17] and in the ex-

tended version in [18]. The term ABSR is often used in these 

publications and was since then extended to ASRU due to 

changes in the technology and to align with the already com-

monly used term of ASR.  

B. Simulation Pilot Replacement by ASRU 

ATCo trainings or ATC simulations with ATCos often in-

volve simulation-pilot(s). A simulation-pilot responds to a clear-

ance or issues a request to the ATCo to simulate ATC commu-

nication. They manually input the ATCo clearances in visual in-

terfaces to control the behavior of the aircraft so that the ATCos 

can see the changes accordingly on the radar screen. It is a hu-

man-intensive task. Normally one or two simulation pilots are 

required for an ATCo. DLR reported of having used four simu-

lation pilots for one ATCo during heavy traffic scenarios [5]. 

Therefore, the integration of ASR in ATC training started al-

ready in the late 80s [10]. Nowadays, enhanced ASR systems 

are used in ATC training simulators to replace expensive pseudo 

pilots (e.g., FAA [19], DLR [20], MITRE [21], DFS [22]). Most 

of the integration of ASR are commercial products of an ATC 

simulator, which is enhanced by ASR. For example, DFS relies 

on UFA. A newer publication describes the ESCAPE platform 

used by Eurocontol [23]. ATC simulators used for ATC training 

of young ATCos require – for good reasons -- that the standard 

ICAO phraseology [24] is strictly followed (ICAO = Interna-

tional Civil Aviation Organization). No simulation pilots are 

needed, because automatic readbacks are generated by text-to-

speech output. These ATC simulators with ASR integration are, 

however, of limited value, when using them for simulations with 

experienced ATCos. They sometimes deviate from standard 

phraseology patterns, which leads to a dramatic decrease in ASR 

recognition performance. Recently Zuluaga-Gomez et al.  have 

presented a virtual simulation pilot, which is fully based on pub-

lic domain software. They integrated elements from Natural 

Language Understanding (NLU) so that deviations from stand-

ard phraseology are possible aiming for comparable results on 

semantic level as presented in [25].  

C. Simulation Pilot Support by ASRU 

This paper proposes a different approach: Do not try to re-

place the simulation pilot, but try to support them as it is reported 

in the STARFiSH project [15]. Are two or even one simulation 

pilot enough to run a full simulation when supported by ASRU, 

which otherwise requires up to four simulation pilots. 

Figure 1 shows the interface of the simulation pilot. The rec-

ognized words of the last five ATCo transmissions are shown at 

the bottom. This avoids many “say again”, even when ASRU 

has failed. As soon as a callsign is recognized, the flight strip is 

highlighted by a white frame. This avoids searching for the cor-

rect aircraft, because the simulation pilot often controls more 

than six aircraft at the same time. 

Figure 1.Integration of ASRU support into the simulation pilots interface 

Figure 2 zooms into the flight strip of an aircraft. The simulator 
commands that the simulation pilot has to manually enter 
without ASRU support are automatically inserted into the flight 
strip – here “QSY 134.710” for a handover to the next frequency 
134.710.  

Figure 2. Simulation pilot support by ASRU integrated into the flight strip 

The simulation pilot can now click on the green checkmark 

to accept all recognized commands for this aircraft, or on the red 

cross to reject everything, which clears the command line. The 

third option is to click on the yellow button, which enables the 

simulation pilot to modify the ASRU output, for example, to 

change one digit of the recognized frequency value. 
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D. Simulation Pilot Support within DIAL project 

DLR and Idiap have developed different ASRU implemen-

tations. Already mentioned was the simulation for Vienna ap-

proach within SESAR PJ.10-W2-96-ASR project. An average 

word error rate (WER) of 3.1% were reported for 12 different 

ATCos with 0.7% as the best and 8.2% as the worst perfor-

mance, see table 2 in [26]. In the context of multiple remote 

tower operations (project PJ.05-W2-97.2 [27]) only limited 

amount of voice recordings for training was available, i.e. 3.6 

hours for Lithuanian controllers and only 54 minutes for control-

lers from Austro Control. DLR and Idiap achieved a WER of 

13.6% and 9.8% for solution runs, when the ATCos benefit from 

ASRU support [28]. The project STARFiSH (Safety and Artifi-

cial Intelligence Speech Recognition) uses ASRU support for 

supporting both Frankfurt apron controllers and simulation pi-

lots. An average WER of 3.1% was achieved: 3.3% for male 

speakers and 2.6% for female speakers (see table III in [29]). 

These three collaborations of DLR and Idiap used ASRU sup-

port in the lab environment. Within the HAAWAII project [30], 

voice recordings from the operational environment of the Lon-

don TMA and from Isavia, the Icelandic air navigation service 

provider were used. For ATCo transmissions, a WER of 2.8% 

for recordings from London and 2.9% for recordings from Ice-

land were achieved. Even for noisy pilot transmissions, WERs 

of 7.1% and 10.4% were achieved, respectively (see table II in 

[11]).  

All these speech-to-text engines needed training data from 

the target area. The objective derived from the research question 

of subsection I.B was to reuse the speech-to-text engine im-

proved in SESAR PJ.10-W2-96 project for Vienna approach 

without modifications in the DIAL project. The simulation en-

vironment, i.e. the recording environment and microphones, is 

in both cases the same. The acoustic and language model of 

SESAR PJ.10-W2-96 is based on Vienna approach, whereas 

DIAL is based on Celle enroute traffic. The difference between 

approach and enroute also provides the first challenge. While 

ILS clearances or QNH information are not used in the enroute 

airspace, speed clearance with mach units are used. The main 

challenges for speech recognition are, however, waypoints and 

station names, which were never seen in the training data as they 

are specific to a sector or area. More than 580 different way-

points like rakit or koduk, and 17 different frequency station 

names like ostsee, rhine or holstein were modelled. It was not 

expected that these words will be recognized, i.e. it was assumed 

that the simulation pilots will not get any support from ASRU 

for DIRECT_TO or CONTACT clearances. The hope was, how-

ever, that misrecognitions of these words will not affect the 

recognition performance of other clearances like altitude, speed 

or heading.  

Early on, it was clear that the word maastricht will be a prob-

lem. It occurred very often, because the word maastricht was 

often contained in the initial calls of the sector controller, e.g. 

“lufthansa four uniform echo maastricht hello identified”. The 

word maastricht is not so important in this context, but it was 

often mixed with other words like mach. A combination of G-

boosting and Lattice-Rescoring was used to detect new seldom 

occurring airport specific word entities during the first trials of 

DIAL in August and September 2023 [31]. The recognition per-

formance of the word maastricht increased from 0% to 95%. 

Nevertheless, a bad recognition performance on sematic level of 

11.5% was achieved for the DIRECT_TO command [31]. More 

waypoints were modelled for the trials in March 2024 and the 

word list used for boosting was reduced from 3-grams to 2-

grams.   

III. PERFORMED EXPERIMENTS AND USED DATA 

107 different simulation runs were evaluated as shown in ta-

ble I. 52 were performed in April 2024, 27 in March 2024 (with 

bad voice recording conditions) and 28 in August/September 

2023. 3698 ATCo voice utterances were recorded, manually 

transcribed (word by word transcription of spoken content) and 

annotated (semantic meaning of spoken content). 

TABLE I.  DATA STATISTICS OF THE PERFORMED RUNS  

 Aug/Sep 23 March 24 April 24 All runs 

# runs 28 27 52 107 

# Utterances 1315 1068 2754 3698 

# Commands 2754 1728 4645 9127 

# Relevant  2635 1605 4523 8763 

# For Sim Pilots 1356 665 2175 4196 

# ATCos 6 4 8 18 

Av WER 8.1% 21.6% 9.7% 11.5% 

 

 All runs combined contained an overall of 9127 ATCo 

clearances (# Commands). The row headed “# Relevant” consid-

ers only those clearance types that occurred more frequently. 

Hence, clearance types, which occurred less than 20 times in the 

entire 107 runs were not considered as “Relevant” as they sel-

dom occurred. Examples of “Relevant” types in shown in table 

IV in the following subsection IV.A. The type “MAINTAIN 

SPEED” occurred only four times and is, therefore, not counted 

as a relevant type. The row “# For Sim Pilot” measures the total 

number of ATCo commands which are relevant for the simula-

tion pilot interface because they influence the aircraft behavior 

and which normally have to be entered manually by the simula-

tion pilots. “# ATCos” shows the number of ATCos who took 

part in the various trials. “Av WER” shows the average word 

error rate, i.e., how good the speech recognition part of ASRU 

performed for the word by word recognition. During the March 

2024 trials with four ATCos, a wrong setting was used for the 

voice recordings, leading to noisy voice recordings. This is re-

flected in the bad word error rate performance of 21.6% for 

March 2024 data. Here, the simulation pilots were not really 

supported by ASRU. The trials in April 2024 with eight differ-

ent ATCos could on the other hand benefit from the improved 

recognition of seldom used airport specific words due to the 

used boosting technique mentioned in the previous section. 

Table II shows the distribution of the different runs. 20 runs 

were considered as training runs in total. 36 runs were baseline. 

In these runs the ATCos were not supported by data link and 

planning support. Many voice commands were given. During 

the remaining 51 solution runs the ATCos were heavily sup-

ported by assistant systems and data link. They used voice com-

mands only in emergency situations. Therefore, the number of 
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spoken commands was quite small in those runs. The lower half 

of table II shows the scenario distribution with respect to the 

traffic amount. Not all 107 runs are included in this distribution 

since it excludes the 20 training runs. In Aug/Sep 23 only low 

and high traffic scenarios were performed. 

TABLE II.  DISTRIBUTION OF BASELINE, SOLUTION AND TRAINING RUNS 

AND OF LOW, HIGH AND VERY HIGH TRAFFIC SCENARIOS  

 Aug/Sep 23 March 24 April 24 All runs 

# Baseline 10 7 19 36 

# Solution 13 16 22 51 

# Training 5 4 11 20 

# Low Traffic  11 6 14 31 

# High Traffic 12 10 13 35 

# Very High 0 7 14 21 

 

IV. RESULTS WITH RESPECT TO ASRU PERFORMANCE 

A. Command and Callsign Recognition Rates 

Table III shows the performance of the ASRU system with 

respect to recognizing the semantics of ATCo clearances (com-

mands). Rec Rates presents the command recognition rate. A 

command is considered to be correctly recognized, only if [32] 

• the callsign is correct, e.g., DLH3ER even if only “three 

echo romeo” was spoken, but it is clear from context that 

it must be DLH3ER 

• the type is correct, e.g., REDUCE, DESCEND, etc. 

• the value is correct, e.g., 300 for a heading or MOBSA as a 

waypoint 

• the unit is correct, e.g., flight level, feet, none, etc. 

• the qualifier is correct, e.g., or greater, or less, left, etc. 

• and the condition is correct. 

TABLE III.  ASRU PERFORMANCE FOR THE SIMULATION PERIODS  

  

Rec 

Rates 

Err 

Rates 

Csgn R-

Rates 

Csgn Err 

Rates 

Sim Rec 

Rates 

Aug/Sep 23 68.0% 6.4% 95.8% 2.4% 65.8% 

March 24 51.8% 3.2% 80.7% 10.0% 50.5% 

Apr 24 73.6% 3.7% 94.9% 2.3% 79.6% 

All runs 67.8% 4.4% 92.2% 3.9% 70.5% 

 

If “DLH123 DESCEND 100 FL” is recognized, but 

“DLH123 DESCEND 100 none” is the correct ATCo command 

because the ATCo did not mention a unit, this would be counted 

as an error and not as a recognition. Column “Err Rates” pre-

sents the command recognition error rate. Recognition and error 

rates do not sum up to 100% because we have another metric 

called the command rejection rate which is not shown in table 

III. Command rejection rate is the percentage of ATCo com-

mands which were not recognized and for which no output was 

provided by ASRU. For example, if a CLIMB command was 

given by the ATCo but ASRU does not output anything, such 

commands are said to be rejected. “Csgn R-Rates” and “Csgn 

Err Rates” consider the same rates, but on callsign level, i.e. 

“only” the callsign needs to be correct. In some cases, a callsign 

is said, but no callsign is recognized. Therefore, callsign recog-

nition and error rates also do not sum up to 100%, because this 

is considered a rejection (at least a wrong callsign is not 

provided). Column “Sim Rec Rates” shows the command recog-

nition rates, considering only those command types, which are 

relevant for the simulation pilot interface. For example, a recog-

nized GREETING command is not relevant for the simulation 

pilot and is hence not shown.  

Table IV presents the recognition performance for the com-

mand types, which occurred at least 10 times during the 107 

runs. We present the command recognition rates of the three val-

idation campaigns and the total number of occurrences of each 

command type. 

TABLE IV.  ASRU PERFORMANCE PER COMMAND TYPE 

 
 

In the above table the command recognition rates of rarely 

occurring command types (said < 10 times) like CONTINUE 

APPROACH, INCREASE, INFORMATION QNH, INFORMATION TRAFFIC, 

LEAVE_FREQUENCY, MAINTAIN SPEED, NAVIGATION_OWN, 

NO_SPEED_RESTRICTIONS, RATE_OF_CLIMB OWN, RATE_OF_-

DESCENT EXPEDITE, RATE_OF_DESCENT OWN, REDUCE, several 

REPORT commands, RESUME_NORMAL_SPEED, STOP_DESCEND and 

VERTICAL_RATE OWN are not shown. Command types shaded with 

grey are relevant for the simulation pilots. If a cell is empty the 

corresponding command type was not observed during the trials 

of the corresponding campaign, e.g. SPEED in March 24 trials. 

Cell values are shaded with blue, if the command type contains 

airspace dependent words like waypoint names, frequency sta-

tion names or words like maastricht in the STATION command 

type. 

The improvable recognition of these airspace dependent 

words also has a negative impact on the command recognition 
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performance of the CLIMB or DESCEND command types, 

whose extraction performance was better than 95% in previous 

experiments, see table 8 in [25]. Some reasons are misrecogni-

tion of the word “two” and “to” like in the following example, 

in which recognition of “climb flight level two three eight zero 

own rate of climb” instead of “…level to three eight zero …” 

resulted in a rejected CLIMB command. More often, the generic 

command type ALTITUDE was extracted instead of CLIMB or 

DESCEND, e.g. when ASR recognizes “roger flight level three 

two zero”, but “roger climb flight level three two zero” was said. 

This is an example for extraction of the wrong command type, 

but fortunately this does not matter for the simulation pilot inter-

face because just the actual flight level or altitude value is rele-

vant here. 

The bad performance of the vertical clearance rates in 

Aug/Sep 2023 was a problem in the implementation of the com-

mand extraction, e.g. “descend flight level three two zero one 

thousand four hundred” was not correctly recognized as two val-

ues, 320 for the flight level and 1400 for the vertical rate. The 

bad performance of extraction of GREETING and FAREWELL 

itself is not a problem, but wrongly recognizing words for these 

concepts could result in incorrectly extracting important com-

mands, which, however, was very seldom the case. A typical ex-

ample was the recognition of “commuter nine one for now tran-

sition low identified” instead of the correct transmission 

“pobeda nine one four maastricht hello identified”. Very often 

the word “hello” was not recognized. 

B. ASRU Performance for simulation pilots 

The following table V shows the ASRU recognition perfor-

mance for the simulation pilot interface. In other words, how 

many of the commands relevant for the simulation pilot interface 

could be correctly provided by ASRU, as compared to a theoret-

ically perfect system that does not make any errors?  

TABLE V.  CORRECT, WRONG AND MISSING SIMULATOR COMMANDS DUE 

TO ASRU PERFORMANCE  

 
 

In table V, we see that 1079 commands should have been 

given by the simulation pilot during the trials in August and Sep-

tember 2023. Note that the column “total” in table V is different 

from the row “For Sim Pilot” in table I. Not every command 

counted in table I is mapped to one simulator pilot command, 

e.g. CONTACT (nearly 300 in 2023) and CONTACT_ 

FREQUENCY (nearly 400 in 2023) result in one simulator com-

mand. 902 of the 1079 commands were correctly provided by 

the ASRU software to the simulation pilot interface, i.e. 83.6% 

of the commands were correct. “subs” counts the substitutions, 

i.e., a wrong simulator command was provided by ASRU instead 

of the correct one, e.g., a descend to fight level 320 instead of 

330. “ins” counts the insertions, i.e., a simulator command was 

provided by ASRU, but no such command was given by the 

ATCo, e.g., a given frequency value was interpreted as a rate of 

descent. “del” counts the deletions, i.e., the ATCo gave a com-

mand relevant for the simulator, but ASRU does not provide an-

ything. 

“Err Rate” in table V is the percentage of wrong inputs to 

the simulation pilot from ASRU, i.e., (subs + ins) / total. “Sim 

Rec Rate” has been already described in the previous section. It 

measures the ASRU performance when calculating the com-

mand recognition rate, considering a smaller set of commands, 

which are relevant for the simulation pilot interface. For the sim-

ulation pilot interface, it is enough if it receives, for example 

“flight level 320” for the correct callsign. It is irrelevant if a 

CLIMB is recognized as a DESCEND, or when the qualifier 

OR_GREATER or the unit is not correctly recognized. For ex-

ample, the value of a flight level itself shows if the aircraft has 

to go up or down and the value for a vertical rate can be assumed 

to be feet per minute even if no unit is recognized. 

The performance has improved in terms of the recognition 

rate from Aug/Sep 23 to April 2024 from 83.6% to 85.1%. Nev-

ertheless, each sixth command given by the ATCo is not cor-

rectly outputted by the ASRU software. 

The following table VI shows the wrong inputs of the ASRU 

software from table V with respect to command classes relevant 

for the simulation pilot interface. 

TABLE VI.  WRONG AND MISSING SIMULATOR COMMANDS DUE TO ASRU 

PERFORMANCE PER COMMAND TYPE CLASS 

 
 

• “Alt” subsumes CLIMB, DESCEND, ALTITUDE, 

STOP_CLIMB and STOP_DESCEND commands.  

• “Waypoint” subsumes NAVIGATION_OWN and 

DIRECT_TO commands. 

• “Vertical Rates” subsumes all commands which provide a 

vertical rate, independent of if it is for a climb or descend. 

• “Handover” subsumes CONTACT_FREQUENCY, 

CONTACT and LEAVE_FREQUENCY. 

• “Speed” subsumes all commands providing a speed value 

directly or indirectly. This also includes 

NO_SPEED_RESTRICTIONS. 

• “Heading” subsumes all commands containing an absolute 

or relative heading value. 

 

From table VI, we see that the majority of the problems result 

from wrong waypoint recognitions (37.5% of all problems in 
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April 24). Nevertheless, we also have problems with the recog-

nition of altitude commands and handovers (31.4% and 20.5% 

of all problems in April 24, respectively). The following table 

VII presents a deeper analysis. 

TABLE VII.  ANALYSIS OF COMMAND TYPE RESULTS FOR THE 
MAIN SUB TYPES ALT, WAYPOINT AND HANDOVER  

 
 

Considering the 186 problems with waypoint commands, we 

have 146 deletions (del), where a waypoint was said by the 

ATCo, but no waypoint (DIRECT_TO) was recognized. In 32 

cases we have substitutions (subs), where a wrong waypoint was 

recognized and in 8 cases we have insertions (ins), where a di-

rect-to was recognized, but was not given by the ATCo. 

The number of substitutions marked in red in table VII has 

heavily increased from the Aug/Sep 2023 trials to the trials in 

April 2024. This is due to the improved version of the ASRU 

software, which recognizes many more waypoints, but at the 

cost of increasing the number of wrong recognitions.  

TABLE VIII.  ASRU PERFORMANCE FOR DIRECT_TO COMMAND  

  Rec Rates Err Rates 

Aug/Sep 23 18.0% 8.2% 

March 24 3.8% 7.7% 

Apr 24 40.9% 19.3% 

All runs 31.8% 15.5% 

 

Table VIII shows that in April 2024, the recognition rate for 

DIRECT_TO command was 40.9% with an error rate of 19.3%. 

This is a significant improvement, compared to the recognition 

rate of 18% in Aug/Sept 23, which is of course not sufficient, 

but a first step. 

V. PERFORMANCE OF THE SIMULATION PILOT TO CORRECT 

ASRU PROBLEMS 

The question remains - which errors from wrong ASRU out-

puts are compensated by the simulation pilot? Are almost all er-

rors recognized and corrected or are there wrong or missing in-

puts? The question is analyzed in this section. 

A. Performance of Simulation Pilot Entries to Wrong ASRU 

Outputs  

Table IX shows the results of how the simulation pilots cor-

rected/accepted the ASRU outputs, which either contained one 

or more errors or rejections. “corr” is the number of cases in 

which the simulation pilot corrects wrong outputs from ASRU. 

This also includes cases were ASRU provides no output but the 

simulation pilot makes the correct entry on the interface. “ign” 

is the number of cases in which the ASRU software 

suggests/invents a command, which was never given and which 

the simulation pilot correctly ignores. The column “% corr” is 

the percentage of corrections/inputs made by the simulation pilot 

on wrong or missing ASRU outputs, i.e. where the simulation 

pilot has corrected within 30 seconds if an output was sent or 

within 60 seconds if no output was sent by ASRU. “ins” are the 

insertions which counts the number of cases, in which the simu-

lation pilot inputs a command, which was not given by the 

ATCo. “del” are the deletions which counts the number of cases, 

in which the simulation pilot ignores or does not enter an ATCo 

command which should have be inputted, for example, a rate of 

descent. “subs” are the substitutions or cases where the com-

mand type is correct, but the simulation pilot enters the wrong 

value, for example FLL 320 instead of FLL330 for a flight level 

clearance. “syn” counts the syntax errors of the simulation pilot 

in the interface, for example inputting F instead of FLL for alti-

tude commands. “sum wrong” is the number of total errors, 

which is the sum of “ins”, “del”, “subs” and “syn”. 

TABLE IX.  SIMULATION PILOT CORRECTIONS OF ASRU OUTPUTS 

 
 

B. Analysis of Uncorrected ASRU Problems 

TABLE X.  TOTAL ASRU ERRORS VERUS REMAINING SIMULATION 

PILOT ERRORS 

 
 

Table X shows the total number of relevant simulation pilot 

commands in column “total”. “ASRU Errors” and “%ASRU 

Errors” denotes the total number errors in the ASRU output and 

their corresponding percentages with respect to the total number 

of relevant commands, respectively. “Rem Sim P Errors” de-

notes the number of ATCO commands, which were not cor-

rected by the simulation pilots within the 30 (or 60) seconds and 

column “%SP Errors” is the percentage of the simulation pilot 

errors with respect to all relevant commands (“total”). 4.5% of 

uncorrected commands in the final runs of April 2024 is still a 

high percentage of problems, which might have a major influ-

ence on the simulation results. Therefore, we analyzed the prob-

lems of the April 2024 runs in more detail. 77 uncorrected 

ASRU errors is a high number, but distributed over 52 simula-

tion runs, which makes this number less dramatic. 

Figure 3 summarizes the contents of table X in graphical 

form. During the first trials in 2023 using the existing version of 

speech recognition, 82% of the commands sent to the simulation 
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pilot interface were correct.  Out of the 18% incorrectly sent 

commands, 7% were remained uncorrected. These uncorrected 

commands are the ones which may disturb the simulation re-

sults. 

 

   
Figure 3.Correct ASRU recognitions, corrections of simulation pilot and 

uncorrected ATCo commands 

The number of ATCo commands, which were not correctly en-

tered by simulation pilots, are worse during the March 2024 

runs, with bad voice recording conditions resulting in word error 

rates of 21.6% (see table I). Each tenth command was not cor-

rected. With better waypoint and altitude command recognition 

as well as adequate voice recordings in April 2024, the ASRU 

performance was better and the percentage of uncorrected com-

mands decreased from 7% in 2023 to 4% in the final runs in 

April 2024. Currently we are analyzing the performance of sim-

ulation pilots without ASRU support and when supporting 

highly trained simulation pilots with ASRU. 

Table XI analyses the ARSU errors which were not corrected 

by the simulation pilots per command type category. Similar to 

the previous sub-section, “ins”, “del” and “subs” denote the 

number of insertions, deletions and substitutions, respectively. 

The second row “#errors” for each type and trial shows the sum 

of insertions, deletions and substitutions. The third row “%err-

WrtAllErrors” shows the percentage of errors for each com-

mand type with respect to all errors, i.e., the 7 altitude errors 

make up 12.5% of all the 55 errors, which are not corrected by 

the simulation pilots during the Aug/Sep 23 runs. The fourth row 

“%errWrtTotal” shows the percentage of errors for each com-

mand type with respect to the total number of commands sent to 

the simulation pilot interface. The errors for some command 

types like “RESUME_OWN_NAVIGATION” and “SPEED” are 

not shown in the table, because they are insignificantly small. 

That is why the error percentages do not always sum up to 100%. 

In the April 24 runs, the 23 cases of missing flight levels 

(“ALT del”) are the most serious problems. Most of them oc-

curred when ASRU did not output the flight level of the clear-

ance from the ATCO, i.e., when the simulation pilot interface 

did not receive a flight level from ASRU, many times the simu-

lation pilot also misses to enter them manually. In some cases, 

the simulation pilot ignored the flight level input because the air-

craft had already reached that level, but these were not the ma-

jority of cases. The five flight level substitutions in table XI can 

also not be neglected. We had cases where the simulation pilot 

entered flight level of 330 instead of 320, 290 instead of 390, 

300 instead of 330.  

TABLE XI.  ERRORS IN SIMULATION PILOT CORRECTIONS ON WRONG 

ASRU OUTPUTS PER COMMAND TYPE 

 
 

The biggest problem for the simulation pilot is the wrong or 

missing recognition of waypoints. The simulation pilots often 

did not understand the waypoints, because they are not real pi-

lots flying in that area. Therefore, they are often just ignored. 

The support for the simulation pilot has increased from 2023 

runs to April 2024, when the command recognition rate of the 

DIRECT_TO command increased from 18.0% to 40.9% (table 

VIII). For vertical rates, the insertions mostly occurred, when the 

simulation pilot enters a rate based on his/her own judgement, 

because inserting a new flight level resets a previously given 

vertical rate. The deletions are, however, a problem of ASRU. 

The missing handover actions of the simulation pilots compli-

cate their work, because more flights are shown in their interface 

than necessary. Last but not the least, we need to mention that 

77 uncorrected commands mean that at least 206 of the 283 

ASRU errors were corrected by the simulation pilots. 

VI. CONCLUSIONS 

We’ve shown that Automatic Speech Recognition and Un-

derstanding (ASRU) eases the task of the simulation pilots. 

Three validation campaigns were performed between August 
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2023 and April 2024 in DLR’s Air Traffic Management Simu-

lation Environment in Braunschweig. Each time the interface of 

the simulation pilot was improved. Just displaying the word 

transcriptions of the transmissions is already enough to avoid 

some “say again” of the simulation pilots or even avoids wrong 

simulator inputs. In addition, using speech understanding, i.e. 

transforming the recognized sequence of words into corre-

sponding simulator inputs, which the simulation pilot can just 

accept, manipulate or reject, enables the biggest reduction in 

workload.  

The reduction in workload with ASRU support could, how-

ever, also result in some errors, where wrong or missing inputs 

are sent to the simulator, because ASRU outputs wrong or no 

simulator commands. In the third campaign in April 2024, 4% 

of the air traffic controller (ATCo) clearances were still not cor-

rectly entered by the simulation pilots after 30 (or 60) seconds. 

Although a baseline run without ASRU support was not per-

formed yet, there are strong suggestions that the wrong or miss-

ing inputs are not due to over trusting the ASRU system. In 

March trials, i.e. the second campaign, with bad configuration 

of the speech recognition system, the simulation pilots were 

aware of the fact that most of the ASRU outputs are not reliable. 

The word error rate was above 20% compared to 10% in the 

previous campaign, resulting in a command recognition rate of 

only 50% instead of 80% in the previous campaign.  Neverthe-

less, 9% of the simulation pilot commands were not correct in 

March as compared to only 4% in the next April 24 campaign. 

The biggest drawback currently is the moderate performance of 

recognizing airspace specific words, e.g., the five letter codes 

of waypoints. Simulation pilots familiar with the airspace un-

derstand words like ekern, mobsa or sirlu, but new simulation 

pilots are lost in 50% of the cases with ASRU support, but in 

nearly all cases without ASRU support. The research question, 

whether it is possible to use an ASRU system which is trained 

for one airspace for another airspace without re-training the 

acoustic and language models is now answered with “Re-Train-

ing is still needed”.  

The glass, however, is not half empty, but more than half 

full, when we do not try to completely replace the simulation 

pilots, but just support them. 80% of ATCo commands can be 

automatically transformed into correct simulator inputs. Two 

instead of four simulation pilots were sufficient to conduct the 

107 simulations runs. 
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